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Abstract—This paper presents the principles andahdations on which construction and functioning oftrol system
destined for optimal control of large integratedatiical power systems are based. These largeameections consist of
power systems of independent countries and indegpendarkets of electricity. The most important peots which should
be solved by creation of such system is the nagaescombine in it on the one hand the abilityaihieve global optimality
of interconnection as a whole and on the othedtha ability to maintain self-determination of &ya operators in power
systems of independent countries and restrictionscaess to their internal information.

It is shown in this paper that this problem cansbéved in distributed control system having hiehnéal structure and
containing computers, belonging to different hiehdeal levels of the system. In this paper gengraicture and functioning
of this system, based on the  algorithms oftional modelling (FM), are presented.

these computers and all internal variables of this
subsystem are calculated in it. Algorithms based on
INTRODUCTION this representation are usually implemented as
Initial  representation of a power system, .i. @arallel and distributed algorithms on parallel and
mathematical model of a system, is the basic fact@istributed computer systems.
determining the structure of the algorithms intehde The main difficulty in application of this cogyt
for calculation of steady-state and lies in calculation of boundary variables, i. eatst
transient operating conditions as well as solutbn variables, pertaining to borders between
operational planning problems in these systems. subsystems. This difficulty is caused by the faat t
The well known and commonly usedhe values of these variables should on the ond han
representation of a system,  on which thesatisfy equations of two subsystems adjacent to
algorithms are based, has the form of system igdundary nodes and on the other hand satisfy
equations pertaining to a system as a wholatching conditions for the values of these
Solution of a technical problem in this case ban variables when they are computed in adjacent
reduced to solution of this system of equationd. Asubsystems.
data representing this system of equations  areGeneral approach of relaxation algorithms is
usually stored on one computer andpplied in order to satisfy these conditions in the
allcalculations necessary for solution of this egst decomposition methods. Due to it solutions,
are executed in  this case on this computeibtained in different subsystems should be
Algorithms  based on such representation ageordinated in order to compensate mismatches in
usually implemented as serial algorithms on  on@lues of boundary variables found in adjacent
computer systems. subsystems. Therefore convergence properties of
Another type of representation, more efficifamt the algorithms of this type ( they can be called
large power systems, has the form of severdécomposition — coordination algorithms ) are
systems of equations, each of them pertaining é onferior to those of the basic serial algorithfresn
of parts of large power systems called subsystemghich they are derived [6], [7].
In the algorithms, based on such decomposition of In this paper we present algorithms based on
original system, solution of a technical problerhierarchical representation of a power system. This
can be performed on several computers, each representation has the form of the system of system
them charged with solution of system of equationsf equations, belonging to different levels of
for one of of subsystems. Accordingly all dat@&ierarchical model. In the simplest case this model
pertaining to each subsystem are stored in oneiefludes N systems of equations of lower level and
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one system of equations of upper level. Interndl avariables of another kind as output variables. €hes
boundary variables of subsystems are present in tte@racteristics are obtained while meeting all
systems of equations of the lower level wherea®nstraints within subsystem.

only boundary variables are present in the system o 4. Determination of the values of boundary
the higher level. variables on the higher level of the model through

Composition of the hierarchical models is ldaséormation and solution of the system of connection
on the functional modeling (FM) method presenteglquations (SCE), obtained from general expressions
in [1], [2], [3]. Key element in the FM method iset for boundary variables, pertaining to all boundary
concept of functional characteristic ( FC ), thait inodes.
mathematical representation of subsystem on theSolution of modeling and optimization problems
higher level of model as a black box. In FC onlin accordance with FM method consists of the
boundary variables (and in some cases integfallowing steps:
variables ) of subsystem are present. 1. Model formation in which structure and

Hierarchical algorithms based on this methad aparameters of a hierarchical model are determined
intended mainly for solution of power systenso that the solution process would be optimal.
problems on distributed and parallel computer 2. Model functioning, which includes in it'srt
systems. Important advantage of these algorithmsfadlowing main steps:
that numerical results obtained by them on eacha) determination of the FC’s of subsystemsaup t
iteration are identical to those of the basic $erithe highest level of the model- upward move;
algorithms  from which they are derived. b) formation and solution of the SCE on the
Consequently convergence properties of thebeghest level of the hierarchical model, finding in
algorithms are exactly the same as those of thie bathis way the values of boundary variables of this
serial algorithms. level,

By this time hierarchical FM algorithms have c) calculation of the internal variables of
been developed for solution of power flow and statibsystems down to the level of the model-
estimation problems as well as for optimalownward move.
operation and dynamic simulation problems in large Subject to optimization in formation of a
power systems. hierarchical model in this method are the number of

levels of analysis, the number of subsystems on
each level, organization of interaction between the
|l. OUTLINE OF THE FUNCTIONAL MODELLING  |evels and other parameters. In this paper we

METHOD consider only the case of two levels of analysis
The main principles of the FM method, presentetde hierarchical model and one level of subsystems.
in [1], [2] [3] are as follows. In accordance with representation of a teclinica

1. Representation of a technical system ast a system as a set of subsystems, adjoining each, other
of subsystems, adjoining each other in boundaajl variables in a hierarchical model can be didide
nodes. into two types: boundary and internal variables.

2. Building of a model as a hierarchical stuue, Boundary variables are the variables pertaining
consisting of interconnected systems of equatiorts. boundary nodes, e.g. currents and powers
In this structure subsystems are represented dpssing the boundary nodes, voltages in the
lower level systems of equations. A higher levddoundary nodes. All other variables in the model ar
system of equations represents borders betweaaternal variables of subsystems. The variables of
subsystems (boundary nodes). these two types are shown in Fig. 1.

3. Representation of subsystems on the higherAccording to the general definition givenoabé
level of model by functional characteristics (FCsthe FC of subsystem in steady state problems can
FCs are input-output characteristics in whicbe presented as follows
vectors of boundary variables of one kind are
considered as input variables and boundary V =F(X) 1)
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equations (3). It results in the following system o
where X is the vector of input variables okquations

subsystem and V is the vector of output variables.

It is assumed in the FM method that in steady state Z F'(X,)=0 i=1.k (5
problems these vectors consist of boundary 3o, ' ’ '
variables. whereJ;, is a set of subsystems adjacent to the i —

It is implied according to the definition of Rat th poundary node.

expression (1) should be obtained under condition The dimension of the SCE (5) is equal to the
that the whole set of equality and inequalityymber of boundary variables considered as input
constraints within subsystem is observed. variables for subsystems.

If these sets of internal constraints are emitt  gojytion of (5) yields the vector X of boungar
together for all subsystems, composing an etect(jgriaples.
system, it yields Vectors of internal variables W in all subsysse
should be found after that by back substitution of
G,(W.v.X)=0  J=1.M (2) subvectors of the vector X, pertaining to all
subsystems, into equations (2) and solution ofethes
where W is the vector of internal variables in theystems.
subsystem J, V and X are vectors of output andIn case of optimization problems solved by the
input variables in this subsystem, M is the tot&fM method the FCs of subsystems may take the

number of subsystems in system. following form
FCs of subsystems should be found from the sets
of internal constraints, entering the system (2). A, =F(X; ) (6)

Complete description of electrical system agta

of subsystems can be obtained if the system (2)viiere ), is the Lagrange multiplier for the internal
supplemented with the system of equations f@gjance of power equation in subsyst&mX; is

boundary variables the vector of input variables in this subsystem.
These FCs should be found from the sets of
dv’=0 i=1,...k (3) internal constraints in subsystems, constituting th
I8 following system similar to (2)
x>=x JOJ i=1,..k

E;Aw,X)=0 J=1.M (7)
following from Kirchhoff law written for these
variables. where Wis the vector of internal control variables
It is assumed in (3) that the output varialés in the subsysteri.
subsystems are currents or powers and the inputEach of the systems in (7) includes optimality
variables are voltages. equations for one of subsystems in the hierarchical
model of power system.
For any variable’ in the subsystem J we have Vectors of input variables of subsystems in (7)
also from (1) together form the vector of boundary variables of
the hierarchical model. These variables are
v =F’(X,) (4) considered in optimization problems as control
variables of the higher level in this model.

This expression can be considered as FC ofOriginal equations for determination of optimal
subsystem J presented in explicit form. values of boundary variables can be obtained taking
Formation of the SCE in the FM method is basé@e first derivatives of Lagrange function for
on substitution of expressions for boundargieramhinjII model with respect to each of the
variables in the right hand side of FCs (4) intgoundary variables and setting these derivatives
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equal to zero. It results in the following set of Il. HIERARCHICAL FM ALGORITHMS FOR
equations SOLUTION OF ECONOMIC DISPATCH
PROBLEMS

Ap =Ap=0 (8) If the FM method is applied to solution of
economic dispatch problem in large power system
where indexl, denotes for one of subsystemshis system should be represented as a set of
adjacent to the boundary nodeandJ, denotes for subsystems adjoining each other [2], [4]. If power
another. flows through boundary nodes of subsystems are
Substitution of expressions for boundary variableonsidered as boundary variables and there is only
in the right hand side of FCs (6) into equations (®ne boundary node between each pair of adjoining
gives the SCE subsystems Lagrange function for this model can be
constructed as a sum of Lagrange functions of

Fo(Xp)—Fp(X,,)=0 b=1,..n (9) subsystems in following form

Vector of optimal values of boundary variables L.=Y > F(R)+
should be found after it from solution of (9). In b

optimal power flow problems these boundary ile =S p +3+p 1
variables are power flows between subsystems. Z a0 ; ! ;_ o (10)

Then back-substituting the values of power #ow, ;.o P, is the power of the stationi in the

on the borders of subsystems into (6_) we fin_d t@%bsystem . Py is the power flow through the
value_ of Al and then back-sub§t|tut|n_g 'ntoboundary nod® adjacent to the subsystdmP,, is
quatlons_ (7) the values of optimal interngl,o power consumed in the subsystem

variables in subsystems. . Note thatP,; enters this function with sign + for

_ The FM method presented above on general lings, 5 hsystem and sign — for adjacent subsystem.
is applicable both for solution of linear and non- \ecessary condition for an extreme value of the
linear steady-state problems in electrical systemsyio tive function (10) can be obtained taking the
The FCs which are used in algorithms solving thegect qerivative of (10) with respect to each bét

problems can be linear and non-linear. boundary variables and setting these derivatives
In case if linear FCs are used for represetaif equal to zero. It results in the following set of

subsystems in hierarchical FM algorithms Sever@huations

iterations are necessary for solution of nonlinear

steady-state problems. On each of these iterations -1.=0 b=1 11
. . . b b - IR B ( )
linear problem is solved with one upward and

downward move in hierarchical structure of )
algorithm. where indexl, denotes for one of subsystems

Final and intermediate results (on each itemti adjacent to the boundary notieandJ, denotes for

obtained by these algorithms are identical to ehoenOthek:' ¢ . . i o th
of basic algorithms from which these hierarchical Each of equations in (11) applies to one @f {
algorithms are derived. By a basic algorithm WBoundary nodes between subsystems in this model

mean an algorithm intended for solution of a systefii'd total number of these equations is equal to the

of equations pertaining to electrical system asnét‘mber of these no_des. . .
whole. The systems of internal equations, represgntin

the minimum cost operating conditions for
subsystem | if network losses are not taken into
account look as follows
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3 Determination of power outputs of stations in
subsystems.  Substituting the values of optimal
power flows on the borders of subsystems into Eq.
(14) gives the values of Lagrange multipliérsin
P,->.P +> %R, =0 (13)  subsystems. Then back substitutinginto Eq. (12)

! P . optimal power outputs of stations in subsystems
Upper equations in this system are Obt"’“ne'u“froshould be found. These values are exactly the same

the pond|t|on _that the f'rSt. denvaﬂve; of th'that can be obtained by basic one level algorithms
function (1) with respect to internal variabl®g for solution of this problem

should be equal to zero. Eqg. (13) is the constraint
equation of subsysteml (balance of power
equation)

Finding expressions for the first derivativéshe
cost functions of stations we can present Eq. if12)

— L) =0 (12)

It is important to note that in the systems of
equations of subsystems values of boundary
variables (power flows between subsystems) formed
on step 1 in this method are considered as unknown

explicit form variables.
3 Algorithm presented above illustrates general
aPi+bi =4 =0 (128) syrycture of the hierarchical FM algorithms.

. - o Detailed d ipti f th Igorithms is gi [
In this case it is assumed for simplicity ttie [2? :rlls [5] escription of tnese aigorithms 15 given |

cost function has the form of a quadratic function.

Solution of the economic dispatch problem ke th |ll. DESCRIPTION OF DISTRIBUTED SYSTEM FOR
hierarchical FM algorithm consists of the followingDISPATCHING OF GENERATION IN POWER SYSTEMS
steps: General structure of the FM algorithms and

_ o principles of the FM method constitute a basis on
1 Formation of Egs. (3), (4) and determination of  \yhich construction and functioning of distributed

the FCs of subsystems. Applying the Gaussian control systems intended for optimal control of

elimination of interal variables (i.e.if) t the |arge integrated electrical power systems can be
system (4), (4a) for each of the subsystems the Fggnded. These large power systems

of subsystems should be determined, having th@terconnections) consist of power systems of

following form independent countries and independent markets of
electricity. The most important problem, which
A =a ) £hR, +¢ (14) should be solved in creation of such system is the
bl

necessity to combine in it on the one hand the
_ . L ability to achieve global optimality of
2 Formation and solution of the SCE. Substituting jnterconnection as a whole and on the other hand
for i, and Ay, from right-hand side of Eq.(14) for e apility to maintain self-determination and loca

FCs of the subsystems | and J (adjoining timality of power systems of independent

boundary node) into Eq. (11) yields one of the .o ntries and restrictions on access to their faler
equations, forming the SCE. In this way equationgs,mation.

for all boundary nodes should be obtained. Set of 1ig problem can be solved in distributed caintr

these equations forms the SCE shown below system having hierarchical structure and containing
computers, belonging to different hierarchical leve
of the system [8].

Figure 1 shows the configuration of this system

As can be seen from the Figure 1 distributed
system for dispatching and controlling of generatio
in electric power system consisting of a pluratty
subsystems, comprises a central computer that is a

AR=b (15)

Solution of this linear system gives optimal value
of power flows between subsystems.
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higher-layer computer. communications means in information streams
This system comprises also a specifiedenoted by FC to the higher-layer computer.
dispatching optimization module, solving the 4. This computer builds up and solves the gyste
problem of optimal interchange of power anof connection equations (SCE) on the basis of the
energy between subsystems. This module obtained data. As a result of solvitigs system of
located in the higher-layer computer. equations, a vector of optimal values for boundary
This controlling system further comprises variables in a specified iteration, that is inter-
plurality of computers according to a number (subsystem power flows, corresponding to
subsystems, said computers being lower-layparameters of functional characteristics of
computers each comprising a specified subsystsubsystems on this iteration, is determined.
dispatchoptimization module designed to determin 5. A sub-vector of a complete vector of values
parameters for an optimal dispatch of generatitaken by boundary variables, pertaining to each
between power plants within a subsystem, andsubsystemis then transmitted through the higher-
module for computation of functional charactersticlayer communications means in information stream
for each subsystem. BV and is directed to thatf lower-layer computers,
Each lower-layer computer is connected Iwhich is located in this subsystem.
lower-layer communications means to respectir 6. The optimization modules then compute again
power plants of respective subsystem. values of the internal variables that meet values o
Said controlling system also comprises highethe boundary variables computed in the higher-layer
layer communications means, wherein the lowecomputer. The units then compute again functional
layer computers are connected to a higher-laycharacteristics of each subsystem for computed
computer via the higher-layer communicatiorvalues of internal variables, and information afisa
means. characteristics is transmitted in information stnsa
In solution of optimal power flow problems (ato the higher-layer computer that newly builds up
well as other optimization problems) this systeiand solves the system of connection equations.
operates in following way. Power flow values in individual iterations cha
1. All information relating to one of subsystem computed as complete values and as increments to
and being necessary to solve a problem the flow values at a specified iteration. In theea
computing an optimum dispatch of generation in ttcase, said values compensate for residuals in
electric power system is transmitted through ttequations that represent optimality conditions for
lower-layer communications means to a respectipower flow values. If residual value&S in the
lower-layer computer. This information stream ioptimality equations reach values not higher than
denoted by Inl (Figure 1). This information continspecified values, that is, the iteration process
data on input-output characteristics of poweistops, and a flow vector resulted from the final
generation unitsncluded in respective subsystemiteration is considered as a vector of optimal powe
of the EPS for systems operating undsgulation flow values.
or information of electrical energy tariffs for pks The respective message and the resulted vaetor a
in a system operating under regulated marktransmitted to the lower-layer computers. In this
conditions, or information about bids for sellincase, the values of the internal variables computed
electric energy of individual plants within a syste once more for subsystems in the resulted optimal
operating under competitive market conditions.  dispatch of generatioare transmitted through the
2. Then computation of a functional characteris lower-layer communications means to each
corresponding to a system of equations interrsubsystem for execution. When the optimality
optimal dispatch of generation computed in tfconditions are not met in the higher-layer computer
optimization module is performed for eaclthe iteration process continues.
subsystem. Important features of this control system dre t
3. Functional characteristic data for eactollowing.
subsystem are supplied through the higher-layer 1 All operations on the lower level of thestgm
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( i. e. formation of systems of equations fobetween national power systems (markets of lower
subsystems, determination of their FCs arldvel). The values of power flows (boundary
calculation of internal variables) are executedariables in the SCE) calculated on the computer of
concurrently by computers of lower level, placedpper level are optimal from the point of view of
within the limits of all subsystems. global objective function, assumed for integrated

2. Convergence of iteration processes in tip@wer system. The problems of lower level in this
distributed algorithms working in this system ie thdistributed system are the problems of local
same as in the corresponding basic algorithms. markets, in which optimal interchange of energy

3. Data delivery between computers in thigetween local markets is taken into account.
system is limited to delivery of data on FCs and

boundary variables. No data on internal parameters IV. CONCLUSION
and internal state of subsystems of power systerfe following important results can be obtained by
should be transferred from subsystems. implementation of the distributed control system
presented in this paper:

@ ‘ Higg::vljvel _ optimal global Qperation of Ie_lrge power
g interconnections or integrated electricity markets,
S consisting of several national electricity markets,

Values of Boundary Functional Characteristics . .. i . .
Variables (BV) (FC) while retaining authorities and self-determination

of national power system operators;
efficient organization of computation and data

Network

BVﬂHFC BVM}C BVﬂUFC transfer processes in solution of optimal control
Computers problems in which calculations in lower layer
°f|_';3‘;"|e' @b computers are executed concurrently and no
S information about internal state of subsystems
O . :
Control Input should be transferred outside their borders.
Actions Information ¢ CA InI
(CA) (Inl)

Subsystem 1 Subsystem 2 Subsystem N
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